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2. Minimalist Parsing

(6) Boxes, Max packed t.

1. Heavy NP Shift: structure and processing

» HNPS: when “heavy”, move! » Minimalist Grammar

(1) Max put [pp in his car] [yp all the boxes of home furnishings]. merge: combines lexical items ]C%
(2) Cf. Max put [yp all the boxes of home furnishings] [pp in his car]. and/or phrases BN
. move: displaces lexical items Clop—  Tp
» Processing preference and/or phrases I
» when NP Is “heavy”, shift > canonical (Stallings and MacDonald 2011) _ ; A
- when NP and PP are “heavy”, canonical > shift - MG parser: recursive 1
~ when PP is “heavy”, canonical > shift oss 1see descent parser
~ when NP and PP are not “heavy”,  canonical > shift i Input: sentence represented as i/p6
» Syntactic Analyses string of words T T

Output: tree encoding of packedP— BoxesP+op+
11 7

sentence structure

» Procedure (Kobele et al. 2013, Graf et al. 2017)

| Hypothesize top of structure and add nodes downward & left-to-right.
i Move prediction triggers search for mover
= build the shortest path towards predicted mover
i When the mover is confirmed, continue from where it was conjectured.

(3) Rightward movement (Ross 1986)

[
Max put t inhiscar <put% all ... furnishings.

(4) PP movement (Kayne 1994)

/ |
Max put _all ... furnishings <put% in his car

(5) Remnant movement (Rochemont and Culicover 1997) . .
» Complexity metrics

MaXputMau,,,fumishings] <put> in his car » Memory Usage: if a node is conjectured at step / but cannot be
1 J confirmed until step J, it is kept in memory for j — i steps.

» Questions: Can a parsing model... Tenure now long a node is kept in memory
replicate human pr ing preferences? Payload Now many nodes are kept in memory
e Size now long movement dependencies stretch

» offer insights into syntactic theories?

» Method

» Example metrics: a structure p is harder to parse than g iff:

Parai del: Minimalist G . MaxT Maximum tenure in p is greater than that in g
" Parfsmg mo- el. VINIMalst iarammar parsing SumS sum of movement lengths in p is greater than that in g
- FTeIerence. memory usage MaxS" farthest movement in p is greater than that in g

3. Derivation Trees 4. Results and discussion

» Can MG parsing replicate human processing
preferences? - Yes

(7) Canonical order (8) Rightward movement

CP CP
AZ AZ » 8 out of 10 tenure based metrics were able to predict
I 2 o processing biases for rightward movement analysis.
3 4 , 15 ~ 7 out of 10 and 8 out of 10 tenure-based filtered
' Bl metrics predict processing biases for the PP movement
4TPS 4TP5 and remnant movement analyses respectively, when
AN AN unpronounced nodes are ignored.
nom. P nom 5. %p » Ranked complexity metrics that are successful in
| | A6 | 8 /< predicting processing biases for other syntactic
g O e e structures, < MaxT, SumS > and < MaxT, MaxS" >,
B Ma7X 9 also make correct predictions for HNPS when a
; y 07 rightward movement structure is assumed.
ut P ut VP ‘ . . . .
s T PU% urightward mvt > Can MG parsing offer insights into syntactic
large phrase built 1 /\11 1 theOrleS? - Yes
e e > bﬁz ’2;) ------ big tenure ]\/Plz » Complexity metrics favor rightward movement
12 /1\ 23 2 large phrase building 1/\1 anaIySIS over the rest.
all13 524 243PP25 delayed o go 2\//1;) _________ notenure ] Ne)f(;[ StelE) d ?
)/ » why rightward movement”
NN N\ Lo
4L Mp B0 %p R N I » INnformation structure
s = 16 26 27 21 22 147 715 » syntactic architecture
» Al , /> . /2\ . Al ~ Japanese long-before-short bias
boxes PP “his “car the NP "in 'DP
17 18 28 29 23 24 16 17 « o e .
yaN PN PN (9) lopj. se-ga takakute gassiri-sita hannin-o]  [su;
180f191N];;O 124 Xes 2APPZ61}11518 1Z:a11‘9 I[<Obj' }}eig]ht-nom t.akll-limd big-boned suspect-acc] [sup;
€CZ1-a olkaketa
20 /f\zoh' 06 AZN detective-nom] chased
Ol UINISIINES Of27 B “The detective chased the suspect who is tall and
/\ big-boned.” (Yamashita and Chang 2001)

28 28 .
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